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ABSTRACT

The Carnegie-Chicago Hubble Program seeks to anchor the distance scale of Type Ia supernovae via the Tip of the

Red Giant Branch (TRGB). Based on deep Hubble Space Telescope ACS/WFC imaging, we present an analysis of the
TRGB for the metal-poor halo of NGC1365, a giant spiral galaxy in the Fornax Cluster that is host to the supernova

SN 2012fr. We have measured its extinction-corrected TRGB magnitude to be F814W = 27.34±0.03stat±0.01sys mag.

In advance of future direct calibration by Gaia, we set a provisional TRGB luminosity via the Large Magellanic Cloud

and find a true distance modulus µ0 = 31.29 ± 0.04stat ± 0.05sys mag or D = 18.1 ± 0.3stat ± 0.4sys Mpc. This

high-fidelity measurement shows excellent agreement with recent Cepheid-based distances to NGC1365 and suggests
no significant difference in the distances derived from stars of Population I and II. We revisit the error budget for

the CCHP path to the Hubble Constant based on this analysis of one of our most distant hosts, finding a 2.5%

measurement is feasible with our current sample.
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1. INTRODUCTION

The aim of the Carnegie-Chicago Hubble Program

(CCHP) is a direct route to H0 using Type Ia super-

novae (SNe Ia) calibrated entirely via Population (Pop)

II stars. The SNe Ia zero point is determined using
a distance ladder built from RR Lyrae (RRL) and the

Tip of the Red Giant Branch (TRGB) distances to Lo-

cal Group galaxies. This zero point is then applied to

the full sample of SNe Ia in the smooth Hubble flow to

arrive at a local, direct estimate of H0. Eventually, the
TRGB will be calibrated in the Galaxy based on Gaia

trigonometric parallaxes for a three step route to the

Hubble constant.

Since this path is independent of the traditional
Pop I Cepheid distance scale that currently sets the

SNe Ia zero point, it has the potential to provide

insight into the growing (now >3-σ) difference in

the value of H0 as determined by direct (the dis-

tance ladder; e.g. Freedman et al. 2012; Riess et al.
2016) and indirect methods (via modeling of the Cos-

mic Microwave Background; e.g. Komatsu et al. 2011;

Planck Collaboration et al. 2016).

Cepheids have long been in use as primary distance
indicators: understanding their systematics remains a

critical goal. Current uncertainties include the metal-

licity dependence of the Leavitt Law, the impact of

crowding on mean magnitudes, and how best to mea-

sure and remove the effects of interstellar extinction
(Beaton et al. 2016, Paper I). Some, but not all, of these

problems relate to the physical location of Cepheids as

Pop I stars within the spiral arms of their parent galaxy.

By moving to distance indicators based on Pop II stars,
the CCHP aims to bypass these issues of the traditional

Cepheid-based extragalactic distance scale by using the

intrinsically low-density, metal-poor, and low-extinction

regions of galaxies.

In Paper I, the motivations and full scope of the
CCHP were explained in detail. Taking into account

current and projected calibrations of the Pop II dis-

tance scale, Paper I estimated a 2.9% measurement of

the Hubble Constant was feasible at the conclusion of
the CCHP assuming ∼0.1 mag precision of TRGB-based

distance measurements in SNe Ia host galaxies. With di-

rect calibration of the TRGB with Gaia, the end preci-

sion in the Hubble Constant will be 2.3% (still assuming

0.1 mag precision of the TRGB).
In Hatt et al. (2017, Paper II), the methods for im-

age processing, photometry, and measuring the TRGB

for CCHP targets were described in detail and applied

to the nearby dwarf irregular galaxy, IC 1613. In that
study, both the TRGB and RRL were used in concert to

measure the distance to the galaxy to precisions of 2.3%

and 3.2%, respectively. Due to its low surface density

and proximity to the Galaxy, IC1613 represents an ideal

case for the application of the tools used in the CCHP.

It is the purpose of this paper to apply the Paper II
TRGB methodology to one of the most distant SNe Ia-

host galaxies in the CCHP sample, NGC1365. NGC1365

is the brightest spiral galaxy in the Fornax Cluster.

Cepheids in this galaxy were discovered for the first

time (Silbermann et al. 1999; Madore et al. 1999) as
part of the Hubble Space Telescope (HST ) H0 Key

Project. The distance to NGC1365 derived from

Cepheids was adopted as the distance to the Fornax

Cluster wherein both the fundamental plane and Tully-
Fisher relationships were calibrated (Madore et al. 1998;

Freedman et al. 2001).

In 2012, NGC1365 became even more important for

the extragalactic distance scale with the discovery of a

SNe Ia, SN 2012fr (Klotz & Conseil 2012). SN 2012fr
was discovered and classified sufficiently early to re-

ceive extensive follow-up with 594 photometric and 144

spectroscopic data points included in the Open Super-

nova Database1 (Guillochon et al. 2017). SN 2012fr was
also extensively monitored by the optical+NIR Carnegie

Supernova Project (CSP), with a detailed analysis of

SN 2012fr to be presented by Contreras et al. (in prep).

A high-fidelity distance to NGC1365 is therefore a key

component of the calibration of the extragalactic dis-
tance scale as defined by multiple techniques.

The structure of the paper is as follows. In Section

2 the observations and data processing are described.

In Section 3, we describe the detection of the TRGB
in NGC1365, estimate the uncertainties in our mea-

surement, and determine the distance to NGC1365 by

adopting a provisional TRGB luminosity. In Section

4, we compare our TRGB methodology to other ap-

proaches, compare our distance to those derived from
Cepheids, and discuss the implications of our measure-

ment in the context of the goals of the CCHP. The pri-

mary results of this work are summarized in Section 5.

Detailed comparisons of the methods used in this paper
as compared to similar works are given in the Appendix.

2. DATA

The image processing and photometry are performed
identically to that described by Paper II and will be

summarized in the subsections to follow. A detailed de-

scription of the image analysis and photometry pipeline

will be presented in a forthcoming work (Beaton et al. in
prep).

1 Data are available at: https://sne.space/sne/SN2012fr/

https://sne.space/sne/SN2012fr/
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(a) NGC 1365 (b) ACS field

(c)

ACS field

Figure 1. (a) Location of the HST ACS/WFC field overlaid on a JHK composite image (Contreras et al., in prep.) to
demonstrate its position relative to the spiral arms of NGC1365. (b) ACS/WFC F606W and F814W color composite image
of the CCHP NGC1365 field generated with DrizzlePac software. (c) A 10′′ × 10′′ section of the ACS/WFC field. Circles
enclose point sources, which are primarily red giants in the halo of NGC 1365. Unresolved background galaxies are the primary
contaminant for this field.

Table 1. Summary of ACS/WFC Observations for NGC 1365

Dates Filter No. obs α δ Field Size Time (s)

2014-09-17 F606W 12 03h33m51.4s −36◦12′05.0′′ 3.37′ × 3.37′ ∼ 1200

2014-09-21 F814W 10 . . . . . . . . . . . .

2014-09-25 F814W 10 . . . . . . . . . . . .

Note—See also Figure 1 for imaging coverage.

2.1. Observations and Image Preparation

We obtained optical imaging over 16 orbits on 2014

September 17, 21, and 25 using the ACS/WFC in-
strument aboard HST (PID:GO13691, PI: Freedman;

Freedman 2014). Six and ten orbits were used for

the F606W and F814W filters, respectively. Point-

ings were centered on RA = 3h33m52.4s and Dec =

−36h12m05.0s, which is 5.′0 southeast of the NGC 1365
center. The field was selected to be safely in the stellar

halo of NGC 1365 and care was taken to place the point-

ing sufficiently far from the spiral arm by inspection of

WISE and GALEX imaging as described in Paper I.
Figure 1a shows the ACS/WFC pointing relative to the

galaxy using a wide-area (11′ × 11′) JHK composite

image from the FourStar NIR-imager on the Magellan-

Baade telescope taken as part of the CSP follow-up cam-

paign for SN 2012fr (Contreras et al. in prep; for a de-
scription of the instrument see Persson et al. 2013). Fig-

ure 1b is a color image of the ACS/WFC observations

based on a ‘drizzled’ co-add, and Figure 1c is a 10′′×10′′
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region of the ACS/WFC image where individual RGB

stars are circled. Figure 1c illustrates that the RGB

stars in our halo pointing are well isolated from neigh-

boring sources.
Exposure times were designed to have a signal-to-noise

ratio of 10 in F814W at the anticipated apparent mag-

nitude of the TRGB predicted by previous distances es-

timates to NGC1365 (see Section 4.2.1 of Paper I). The

F606W signal-to-noise is lower (typically by a factor of
3), but the color is only used to remove contaminants

and the lower quality does not strongly affect the TRGB

itself. This strategy provides reliable photometry to a

depth of at least one magnitude below the anticipated
TRGB to meet sampling requirements for robust TRGB

identification as defined in Madore & Freedman (1995).

Individual exposures were ∼ 1200 sec each for total ex-

posure times 14,676 sec and 24,396 sec for F606W and

F814W, respectively. A summary of these observations,
split by the three HST visits, are given in Table 1.

Individual ACS/WFC images were obtained through

the Mikulski Archive for Space Telescopes archive. We

use the FLC data type, which are calibrated, flat-fielded,
and CTE-corrected in the STScI CALACS pipeline. The

non-uniform pixel area due to ACS/WFC geometric dis-

tortions was corrected using the STScI provided Pixel

Area Maps2. All further analysis is conducted on these

pixel-area corrected FLC frames.

2.2. Photometry

Instrumental magnitudes were derived for individual

FLC images via point-spread-function (PSF) fitting in

the DAOPHOT software (Stetson 1987). We used

DAOPHOT to model the PSF for F606W and F814W
on synthetic Tiny Tim based star grids (a detailed de-

scription of this process will be given in Beaton et al. in

prep.). A direct test of the Tiny Tim PSFs against direct

frame-by-frame PSF modeling with isolated, bright stars
is described in Paper II and was found to agree within

the photometric uncertainties. Images were aligned us-

ing DAOMATCH/ DAOMASTER that operate on

preliminary catalogs (Stetson 1987). We then use a

co-add of all images to determine a ‘master source list’
that is used to simultaneous photometer each individual

frame using the ALLFRAME software (Stetson 1994).

This latter procedure was established for increasing the

depth of individual frame photometry in the Key Project
(Freedman et al. 2001; Turner 1995).

2.3. Calibration of HST photometry

2 http://www.stsci.edu/hst/acs/analysis/PAMS
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F606W - F814W
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Figure 2. CMD of resolved stars in the HST/ACS field of
NGC1365. An arrow represents the approximate position
of the TRGB and the blue shaded region indicates the color
range adopted for the red giant branch locus.

We transformed the instrumental magnitudes to the

ACS Vega magnitudes following equations 2 and 4 of

Sirianni et al. (2005). A correction from the PSF mag-
nitudes to the 0.′′5 aperture magnitudes for each CCD

chip was determined by comparing the curve of growth

generated from aperture magnitudes to the PSF mag-

nitude (also measured at a 0.′′5 radius). We find aper-
ture corrections of –0.044 (chip 1) and –0.058 (chip 2)

mag for F814W and –0.037 (chip 1) and –0.047 (chip

2) mag for F606W. We used photometric zero-point val-

ues 26.412 mag for F606W and 25.524 mag for F814W,

which were provided for a given observation date by
the online STScI ACS Zeropoints Calculator3. The 0.′′5

to infinite aperture correction values are 0.095 mag for

F606W and 0.098 mag for F814W (Bohlin 2016).

Intensity mean magnitudes for each filter were com-
puted from the individual frame magnitudes with a me-

dian based σ-clip algorithm setting the clip at 2-σ. We

additionally apply an image-quality cut using the ‘sharp-

ness’ parameter to isolate stellar sources using the aver-
age value determined from the individual image ALL-

FRAME photometry.

2.4. Color-Magnitude Diagram

3 https://acszero-points.stsci.edu/

http://www.stsci.edu/hst/acs/analysis/PAMS
https://acszero-points.stsci.edu/
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The final color-magnitude diagram (CMD) is shown

in Figure 2. A change in the source density between

27.3 . F814W . 27.4 mag, corresponding to the

TRGB, is visible to the eye and highlighted by an arrow.
The stars brighter than the TRGB stars are likely ther-

mally pulsing asymptotic giant branch (TP-AGB) stars

or blended RGB stars. We perform an additional step

of source filtering by visually inspecting the individual

sources in the CMD ±0.5 mag around the TRGB and
remove ∼ 150 spurious sources that were components of

background galaxies or fringes of bright stars, or ∼ 2%

of the sources within this magnitude range.

To determine the reliability and completeness of our
photometry, we used extensive artificial star tests span-

ning a range of (F606W-F814W) colors and across the

full magnitude range of the CMD in Figure 2. We in-

put stars with uniform sampling over the range of 25

mag <F814W <30 mag and having (F606W-F814W)
colors of 0.4, 1.2 and 2.0 mag that span the range of

the RGB in our data. We perform photometry in an

identical manner to that described previously and com-

pare the input and output star magnitudes. Figure 3a
shows the completeness of the artificial RGB stars as a

function of F814W magnitude for F606W-F814W colors

of 0.4, 1.2, and 2.0 mag. As anticipated by the F606W

signal-to-noise, the photometry is less complete for red-

der stars, but for 0.4 . F606W−F814W . 1.2 mag the
photometry is 80% complete at an input magnitude of

F814W = 28 mag, well fainter than the visually identi-

fied TRGB in Figure 2. In Figures 3b and 3c the recov-

ered photometry is compared to the input photometry
for F606W− F814W = 1.2 mag for the F814W magni-

tude and the F606W − F814W color, respectively. We

find that to input magnitude of F814W = 28 mag, the

recovered photometry and colors are in strong agree-

ment. We note that the completeness of our artificial
stars drops below ∼ 70% for F814W & 28.0 mag.

We estimate that the slope of the RGB branch in the

HST flight magnitude system is -6 mag color−1, which

is steeper than the slope of the V I Johnson-Cousins
RGB found in Paper II from ground-based imaging, but

is similar to the slope derived from CCHP fields in

M31 in the same photometric system (Hatt et al. in

prep.). We also note that there is noticeable contami-

nation of the measured RGB in Figure 2, which makes
it difficult to determine the width of the RGB empiri-

cally. We manually adjust a color-magnitude cut until

we have visually maximized the number of RGB stars

encompassed by the cut. The resulting region is shaded
in Figure 2. The measured RGB, bounded by this

color-magnitude range, consists of ∼4, 300 stars, well

above the minimum RGB population limits discussed in
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Figure 3. The reliability of the NGC1365 photometric
catalogs. (a) Recovery rate versus F814W magnitude for
F606W–F814W = 0.4 (dashed line), 1.2 (solid line), and
2.0 (dot-dashed line) derived from artificial star experiments.
(b) Difference between input and output F814W magnitudes
(input minus output) versus input F814W magnitude. Cir-
cles with error bars represent the mean values. (c) Same as
in (b) but for the F606W–F814W color. A vertical shaded
region in each panel indicates the TRGB level of NGC 1365.

Madore & Freedman (1995) for a robust detection of the
TRGB. In the next section, we make our measurement

of the TRGB and estimate its associated uncertainties.

3. THE TIP OF THE RED GIANT BRANCH

We now estimate a distance to NGC 1365 based on the
TRGB method. The TRGB is the discontinuity in the

RGB luminosity function (LF) caused by the sudden lift-

ing of degeneracy in the He-burning cores of RGB stars

(a theoretical overview of RGB evolution can be found
in Iben & Renzini 1984; Salaris & Cassisi 1997). The

sequence of stars ascending the RGB during core He-

burning are thus truncated at this magnitude as they

rapidly evolve away from the RGB sequence. As first

shown empirically for a sample of nearby galaxies by
Lee et al. (1993), the TRGB is well-delineated and ef-

fectively flat for metal-poor populations in the I-band,

which is equivalent to the F814W filter in the HST flight

magnitude system.
The algorithmic approach to measuring the TRGB

has been refined and expanded since its initial imple-

mentation in Lee et al. (1993). A review of published

techniques since that time is given in Paper II. In this
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study, we follow the method outlined in Paper II. The

general approach to our TRGB measurement is as fol-

lows: First, the RGB LF is binned in 0.01 F814W

mag bins, where we have isolated stars using color-
magnitude and image-quality cuts (Figure 2). The finely

binned LF is then smoothed using GLOESS (Gaussian-

windowed, Locally-Weighted Scatterplot Smoothing),

which is a data smoothing technique first introduced

in an astrophysical context by Persson et al. (2004) for
Cepheid light curves and described in more detail in

Monson et al. (2017) for RR Lyrae light curves. The

technique uses a smoothing window around a reference

point in the input discrete function and applies a Gaus-
sian weighting function based on the distance to neigh-

boring data points, which is set by a scaling parameter,

σs. This smoothed LF is then convolved with an edge

detection kernel and, as in Paper II, we use the Sobel

filter, [−1, 0,+1], which is derived from finite-difference
methods and is a simple approximation to the first-

derivative of a discrete function. The edge detector will

produce the largest response when the change in the LF

is the greatest, i.e. at the discontinuity present at the
TRGB.

As discussed Paper II, there are practical considera-

tions for application of this technique that must be sta-

tistically modeled for a given dataset. The primary con-

cern is the selection of an optimal size for the Gaussian
scaling parameter σs, which is determined as the value

for which the combination of the statistical and sys-

tematic uncertainties associated with the TRGB edge-

detection are minimized. Paper II describes a procedure
using artificial star tests to empirically derive σs and the

associated uncertainties, which we apply to NGC1365

in Section 3.1. In Section 3.2 we then measure the

NGC1365 TRGB and determine our final distance in

Section 3.3.

3.1. Optimizing the TRGB Detection

In order to make a robust measurement of the TRGB,

we seek the optimal leveling of smoothing in the LF that

reduces the statistical and systematic errors. Sections

3.1.1 and 3.1.2 describe the creation of an artificial star
luminosity function (ASLF) and simulations to model

the properties of our GLOESS smoothing function and

the [-1,0,+1] kernel.

3.1.1. Artificial Stars and Luminosity Functions

We created an artificial star luminosity function

(ASLF) to estimate the systematic bias and complete-
ness of our photometry. We assumed that the luminosity

function (LF) for the RGB has a of slope 0.3± 0.04 dex

mag−1 (see Méndez et al. 2002). Our ASLF begins at

the estimated tip magnitude F814W ≈ 19.33 mag in

the instrumental magnitude system, or F814W = 27.36

in the ACS Vega system, and it extends to F814W ≈

20.33 mag or F814W = 28.36 mag in the instrumental

and ACS Vega systems, respectively. We assign a fixed
color of F814W − F606W = 1. One-thousand stars

were sampled at random from this ASLF distribution

and placed into each individual FLC frame at pixel

coordinates uniformly distributed in X and Y . These

stars were manually added to the ‘master list’ of sources
and the ALLFRAME photometry was performed as

previously described. The artificial star process was

repeated 50 times, producing a total of 50, 000 arti-

ficial RGB stars for which ∼42, 500 were successfully
measured (85% completeness over the RGB magnitude

range). Figure 4a shows the input and output ASLFs

as yellow and blue histograms, respectively. While the

input ASLF has a hard bright edge to represent the

TRGB, the output ASLF illustrates both incomplete-
ness across the LF and broadening of the TRGB due to

measurement uncertainties.

3.1.2. Simulating TRGB edge detections

We now quantify the statistical and systematics er-

rors associated with GLOESS and our [−1, 0,+1] edge

detection kernel. We restrict our ASLF to the color-

magnitude constraints visualized in Figure 2 (blue box),
as described in the previous section, and randomly select

4, 300 stars with replacement from this sample to simu-

late the sample size defining the TRGB in our NGC1365

data. We construct a LF using 0.01 mag bins and ap-
ply GLOESS with a fixed value for σs. We apply the

Sobel kernel on the smoothed LF and we select the bin

of greatest response as the TRGB. We repeat this pro-

cess 10,000 times each for 0.01 < σs < 0.25 mag in 0.01

mag increments. We use the distribution of TRGB mea-
surements to estimate the intrinsic uncertainties of the

GLOESS smoothing and Sobel kernel. The displace-

ment of the detected edge, µTRGB, for a given σs is de-

fined as the mean offset from the TRGB edge (Figure 4a)
and serves as an estimate of the systematic uncertainty

for a given σs. The dispersion of estimates, σTRGB, is

the ±1σ standard deviation of all realizations and serves

as our estimate of the random (statistical) uncertainty

for the σs.
Figure 4b gives the results for all σs. At σs ≈ 0.17 mag

the combined error (the quadrature sum of µTRGB and

σTRGB) is minimized and this represents the ‘optimal’

smoothing scale (e.g., the scale that yields the smallest
total uncertainty). Figure 4c shows the distribution of

measured TRGB value for this σs. To measure the un-

certainties with this smoothing scale, we fit a Gaussian

to the resulting distribution of TRGB measurements
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and adopt the offset from the input and the width as

the systematic and random uncertainties 0.01 and 0.03,

respectively.

These errors associated with the measurement of
the idealized NGC1365 LF are remarkably small. In

Paper II, it was shown that the TRGB magnitude for

IC 1613 could be constrained to only ≈ 0.02 mag. If

the uncertainties were based solely on the photometric

errors for its TRGB stars, one might expect that the
NGC1365 TRGB measurement would have larger un-

certainties since IC 1613 lies at ∼ 730 kpc compared to

the anticipated NGC1365 distance ∼ 18 Mpc. How-

ever, although the overall uncertainty in the TRGB
measurement for IC 1613 is comparable to the photo-

metric errors of its individual TRGB stars, the number

of stars defining TRGB also plays a large role in its

detectability: the greater the sample of stars contribut-

ing to the tip, the more readily it is detected. The
NGC1365 RGB in this study is over three times more

populated than IC 1613 in Paper II. We are undertaking

a series of simulations to further explore and quantify

these issues, to be published in future.

3.2. Measurement of the TRGB

Figure 5a presents the final CMD used to deter-

mine the distance to NGC1365. We apply the color-

magnitude restrictions, described in the previous sec-

tions, that isolate the RGB and are indicated by the
blue shading in Figure 5a. These limits coincide with the

color range over which the TRGBmagnitude is known to

be flat with color (Lee et al. 1993; Jang & Lee 2017b).

Figure 5b is the resulting LF for stars in the blue

shaded region after smoothing using the GLOESS al-
gorithm and our optimal scaling parameter, σs = 0.17

mag, as determined in the previous section. Figure 5c

is the result of applying the [-1,0,+1] Sobel kernel to

the LF, which shows a strong peak at 27.371 mag (indi-
cated by the dashed lines in Figures 5a and 5b). Based

on the simulations in the previous subsection, we assign

a statistical uncertainty of 0.03 mag and a systematic

uncertainty of 0.01 mag. Our final TRGB determina-

tion is F814W = 27.37± 0.03stat ± 0.01sys mag, before
correcting for line-of-sight reddening.

3.3. TRGB Reddening and Distance

The Milky Way foreground extinction is estimated

to be small: 0.051 mag for F606W and 0.031 mag

for F814W, or E(F606W − F814W) = 0.020 mag
(Schlafly & Finkbeiner 2011, retrieved from NED). Ap-

plying these estimates to our TRGB measurement from

the previous subsection, we find an extincted-corrected

TRGB magnitude of F814W = 27.34 mag.
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Figure 4. Artificial star tests are used to determine to de-
termine the optimal LF smoothing scale as well as derive the
statistical and systematic uncertainties in our TRGB mea-
surement. (a) The input (orange) and recovered (blue) ar-
tificial luminosity functions. (b) Displacement of the input
TRGB (µTRGB, open blue squares), the dispersion in mea-
sured TRGB (σTRGB, red plus symbols), and the quadrature
sum of these values (purple filled circles). The systematic
and random (statistical) uncertainties in our edge-detection
are represented by µTRGB and σTRGB, respectively. The op-
timal σs yields minimum total uncertainty and is marked
by a vertical dashed line. (c) Distribution of maximal So-
bel kernel responses for our 10,000 realizations of the ASLF
for the optimal smoothing scale of σs = 0.17 mag (blue his-
togram) with the Gaussian model of the distribution over
plotted (red line). A vertical dashed line marks the input
TRGB magnitude.
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Figure 5. NGC1365 TRGB edge detection: (a) CMD of sources in NGC1365 after filtering based on image quality. The blue
shaded region indicates the selected parameter space that best encompasses the RGB and limits the TRGB to where the F814W
tip magnitude is flat with color. (b) GLOESS smoothed luminosity function in the F814W band using the optimal smoothing
parameter determined via ASLF simulations; and (c) Edge response of the [−1, 0,+1] kernel with signal-to-noise weighting find
a peak response at F814W = 27.37 mag, which is indicated in panels (a) and (b) by the dashed line.

Currently, the absolute magnitude of the TRGB has
no direct trigonometric calibration, though Gaia par-

allaxes will provide one in the near future. In the in-

terim, we have chosen to adopt an absolute magnitude

for the TRGB for the CCHP analyses. The derivation
of this value will be presented in a forthcoming analysis

of the main body of the Large Magellanic Cloud (LMC)

and is anchored to both Cepheids and eclipsing binaries

(Freedman et al. in prep). The zero point is MTRGB
I =

−3.95± 0.03stat ± 0.05sys and was used in Paper II for
the CCHP distance to IC 1613. The adoption of a provi-

sional zero-point is a strategy similar to that employed

in the mid-stages of the Key Project for the purpose of

internal consistency. This provisional calibration is also
consistent to within ±1-σ with the canonical TRGB cal-

ibration based on globular clusters, MTRGB
I ≈ −4 mag,

and has held up in more detailed calibration efforts (e.g.,

Rizzi et al. 2007; Jang & Lee 2017b, among others). We

note that Jang & Lee (2017b) find MTRGB
I = –3.970

± 0.102 mag in the LMC using a similar process (e.g.,

spanning a similar color range).

Applying this provisional zero-point to our TRGB ap-

parent magnitude, we find a true distance modulus to
NGC1365 of µ0 = 31.29±0.04stat±0.05sys mag, or a dis-

tance ofD = 18.1±0.3stat±0.4sys Mpc. Table 2 summa-

rizes the values for the TRGB magnitude, the distance

modulus, its uncertainties, and the adopted reddening

value.

4. DISCUSSION

Table 2. TRGB Distance and Error Budget

Parameter Value σran σsys

TRGB F814W magnitude 27.37 0.03 0.01

AF814W 0.031 · · · · · ·

Provisional MTRGB

I -3.95 0.03 0.05

True distance modulus [mag] 31.29 0.04 0.05

Distance [Mpc] 18.1 0.3 0.4

In this section we provide context for our TRGB mea-

surement with regard to existing Cepheid-based dis-

tances and the goals of the CCHP. First, we compare

the CCHP methods to recent TRGB studies at a simi-
lar distance to NGC 1365 in Section 4.1. Next, we com-

pare the CCHP TRGB distance to those determined by

Cepheids in Section 4.2. Lastly, in Section 4.3 we dis-

cuss the how the results of this study impact the goals

of the CCHP.

4.1. Comparison to Other TRGB Studies

The objective of the CCHP is the measure of the Hub-

ble constant to high fidelity, minimizing systematics by

observing and applying a homogeneous analysis of the
TRGB in galaxies spanning 10 magnitudes in distance

modulus (see Paper I, Table 5 for a summary of the

TRGB targets). We have developed a data-reduction

strategy that can be applied to galaxies spanning this
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wide range in distance. As a result, the data process-

ing, treatment of the sloped TRGB, and edge-detection

strategies differ from similar studies using the TRGB at

these distances. In the subsections to follow, we com-
pare our methods to those used in other studies.

4.1.1. Data Processing

Previous studies using the TRGB method at the

NGC1365 distance (e.g., Jang & Lee 2017b,a, among

others) have utilized stacks produced by the STScI

DrizzlePac software (Avila et al. 2015), from which
photometry is derived using point-spread function fit-

ting to bright stellar sources in the image. These stacks

provide image products that can be optimized in reso-

lution and provide higher signal-to-noise than analyses
performed on individual frames, but come at the cost

of producing image products that vary based on the ob-

serving strategy employed.

We provide a detailed comparison to photometry de-

rived identically to Jang & Lee (2017a) in Appendix
A.1. We find our photometry to be statistically iden-

tical over the magnitude range of interest. Moreover,

the same TRGB magnitude is obtained within the sta-

tistical uncertainties. Thus, we find no bias due to our
reduction strategy.

4.1.2. Rectification of Sloped TRGB

Recent studies applying the TRGB at a similar dis-

tance to NGC1365 (e.g., Jang & Lee 2017b,a) have em-

ployed a technique that allows the higher-metallicity
stars, for which the tip magnitude is fainter as a func-

tion of metallicity, to be used in the TRGB detection

and thereby have better statistics at the tip magnitude.

The form of this correction is a normalization of the

tip magnitude as a function of color that effectively rec-
tifies the slanted or curving, metal-rich portion of the

TRGB into a sharp edge. The form of the rectification

is either linear (Madore et al. 2009; Rizzi et al. 2007) or

quadratic (Jang & Lee 2017b) with color. Because the
CCHP program has specifically designed pointings to

target the metal-poor halos of galaxies and the signal-

to-noise in our F606W is 1/3 that in the F814W, we

opt to not rectify the F814W magnitudes. We do, how-

ever, provide a detailed comparison to the application
of these methods, and to the body of work summarized

in Jang & Lee (2017a), in Appendix A.2. We find the

results using the rectified magnitudes to be identical to

our non-rectified magnitudes within the uncertainties,
and find no bias due to our choice to limit the color

range used in our LF.

4.1.3. Edge Detectors

We have followed a simple edge detection methodology

for the TRGB in this work, modeled after Paper II, for

the ease of estimating the uncertainties associated with

our measurement as well as avoiding previous algorith-
mic complications such as binning and over-smoothing

data. As with Paper II, we compare results using sev-

eral of the different approaches in Appendix A.3. We

find that there is good agreement with the TRGB mea-

surement presented in this study.

4.1.4. Summary

In this subsection, we compare the methods adopted

in this work (and in Paper II) to those commonly used

in the literature, in particular the body of work encom-

passed by Jang & Lee (2017a). This comparison was

completed in three phases: (i) the image processing and
photometry, (ii) correcting the metal-rich slope of the

TRGB, and (iii) testing alternate edge detectors. For all

tests, we find our methods to agree within the statistical

uncertainties and thus conclude that our techniques are
both sufficient for the goals of the CCHP and consistent

with techniques used by other authors.

4.2. Comparison to Cepheid Distances

Previously published distance modulus estimates to

NGC 1365 based on Cepheids, Type II supernova (SN

2001du), and the Tully-Fisher relation (NED-D) range
from µ0 = 29.52 mag to 32.09 mag with a mean and me-

dian of 31.20 mag and 31.26 mag, respectively. Cepheids

are the only fully independent measure of distance to

NGC 1365, and we therefore focus our distance compar-
ison on them.

There are roughly 30 distance estimates for NGC

1365 based on Cepheids in NED circa 2017, though

nearly all of these estimates are based on the same

image dataset that was obtained for the Hubble Key
Project: 12 epochs of F555W and 4 epochs of F814W

taken with the WFPC2 instrument (Freedman et al.

2001; Silbermann et al. 1999), with later works updat-

ing the calibration of the original results. These updated
distance moduli show a large range from µ0 = 31.18

to 32.09, resulting primarily from uncertainties in the

color and metallicity dependency of the Cepheids. Be-

cause of the uncertainty in the Cepheid calibration, and

the bias introduced by comparing the results of con-
secutive publications differing only in zero-points, we

have chosen the Freedman et al. (2001) result to rep-

resent the results from this ensemble of publications,

consistent with the approach of Paper II. We have fur-
ther considered a recent analysis by Riess et al. (2016),

who analyze new NIR photometry for a subset of the

Cepheids originally discovered within the Key Project

(Freedman et al. 2001).
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Figure 6. Comparison of Cepheid distances to NGC1365
and the TRGB distance of this study. Vertical dashed line
and dotted lines show the weighted average distance and
± 1-σ confidence intervals, respectively, or 〈µ0〉 = 31.30 ±
0.03 mag mag. The results of independent analyses of
NGC1365 agree remarkably well.

The final KP distance was µ0=31.27 ± 0.05 ± 0.14
(Freedman et al. 2001) and was anchored to the LMC.

Riess et al. (2016) find µ0=31.307 ± 0.057 mag using

NIR Cepheids and anchoring the zero-point of the PL

to a number of different techniques in the Galaxy, M31,
and NGC42584. Figure 6 illustrates the consistency of

the two independent Cepheid distances with that de-

rived in this study. The sample error on the mean

is only 0.03 mag, and gives no indication of a signif-

icant difference in the distances derived from stars of
Pop I and II for NGC1365. The weighted-average of

these results suggests a true distance modulus 〈µ0〉 =

31.30±0.03 mag, which is statistically indistinguishable

from the TRGB measurement presented here based on
the provisional TRGB luminosity in the LMC (Freed-

man et al. in prep).

4.3. Evaluating the CCHP

4.3.1. Comparing the Pop I and Pop II Scales

A primary goal of the CCHP is to provide a test

of the systematics of the Cepheid-based distance cal-

ibration for SNe Ia. In Paper II, we found consis-

4 We refer the reader to that work for the full description of
their anchoring process and tests thereof.

tency between the Pop I (Cepheids) and the Pop II

(RRL and TRGB) based on distances to the Local

Group dwarf irregular galaxy, IC 1613. The Cepheids

in IC 1613 represent a sample with low crowding, low
metallicity (12+log(O/H)=7.90; Bresolin et al. 2007),

and low internal reddening. Thus, in addition to be-

ing an ideal case for the TRGB, IC 1613 is also an

ideal galaxy for application of the Leavitt Law. In

contrast, NGC1365 presents more challenges for ac-
curately measuring Cepheids; it has high crowding in

the spiral arms, is of solar or super-solar metallic-

ity (8.33<12+log(O/H)<8.71; Bresolin et al. 2005), and

the internal reddening is larger than that of IC 1613.
Thus, we can provide an initial assessment on the im-

pact of these effects on the Cepheid distance scale.

As discussed previously, we find broad agreement be-

tween the Pop I and Pop II distance indicators for

both the simple case of IC 1613 (Paper II) and for the
more complicated case of NGC1365 (this work). The

LMC has an intermediate metallicity, 12+log(O/H) =

8.26, (estimated using identical techniques to those in

NGC 1365 and IC 1613 by Berg et al. 2012). In the
LMC, the Cepheid and (geometric) eclipsing binary dis-

tances agree to better than 1%. This early agreement

between Pop I and Pop II scales suggests that the oft-

cited concerns regarding Cepheids of crowding, metal-

licity, and extinction cannot be fully responsible for the
current impasse between direct and indirect paths to

the Hubble Constant. As described in Paper I, over the

course of the CCHP we will provide additional direct

tests of Cepheids, RRL, and the TRGB in three Local
Group galaxies (with RRL and TRGB tested in an ad-

ditional three galaxies) and between Cepheids and the

TRGB for a total of five SNe Ia hosts.

4.3.2. The TRGB Error Budget

In Paper I, we used literature studies to provide an es-

timate for the CCHP error budget. We adopted a TRGB

measurement uncertainty of σ=0.10 mag, which was jus-
tified as twice the uncertainty quoted by Rizzi et al.

(2007) (to account for increased magnitude uncertain-

ties for our more distant objects) and the uncertainty

determined by Caldwell (2006) for a sample of Virgo

dwarf galaxies. To this we added in quadrature a term
for the ‘blurring’ of the TRGB due to multi-metallicity

populations of σ[Fe/H] = 0.028 mag. With results from

NGC1365 and IC 1613 in hand, we can evaluate these

estimates.
As is demonstrated by our comparison of rectified

and non-rectified TRGB magnitudes (Section 4.1.2), the

metallicity term is likely unnecessary if the color range is

sufficiently restricted (as is done here). Our total TRGB
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measurement uncertainty (Table 2) is 0.03 mag, a factor

of three smaller than that assumed in Paper I. This can

be understood largely in the context of the larger sample

size populating the TRGB, as was originally described
by Madore & Freedman (1995). With 4300 stars popu-

lating the LF below the TRGB, we are able to detect

it much more precisely than the Caldwell (2006) study

of dwarf galaxies at a similar distance. Moreover, we

obtain measurement uncertainties of the same level as
Rizzi et al. (2007) for their more nearby objects; we are

able to cover a larger physical area in the halos of our

more distant galaxies and this makes up for the loss in

photometric accuracy due to the larger distance.
If we assume that measurement uncertainties of 0.05

mag can be obtained for each of our nine SNe Ia

host galaxies (all of which are no more distant than

NGC1365), then this is a 50% reduction in the uncer-

tainty in our initial error budget (Paper I). The TRGB
uncertainty is added in quadrature to the 0.120 mag in-

trinsic scatter of the SNe Ia (Folatelli et al. 2010) and

this results in a total uncertainty for an individual mea-

surement of the SNe Ia absolute magnitude of 0.130 mag
and an uncertainty of 0.038 mag (1.73%) for that term

in the averaged zero point for the 12 SNe Ia in our sam-

ple. Assuming no other changes to the CCHP error bud-

get (the analyses of Paper II align with the predictions),

this suggests a 2.5% measure of the Hubble constant pre-
Gaia in the RRL-TRGB hybrid path will be feasible. A

direct calibration of the TRGB skips the RRL rung in

the CCHP and the uncertainty in the Hubble constant

then approaches the 2% level. The dominant term in the
error budget remains the number of independently cal-

ibrated SNe Ia and efforts to expand that number, and

in turn provide greater insight into the intrinsic scatter

of SNe Ia, will provide the greatest impact on the end

precision from this route to the Hubble constant.

5. CONCLUSION

As part of the CCHP, we have measured a TRGB
distance to the Fornax Cluster galaxy, NGC 1365. We

have resolved old, metal-poor RGB stars in the halo of

NGC 1365 with photometry obtained from deep F606W

and F814W images taken with the ACS/WFC instru-

ment aboard HST . We have undertaken an extensive

comparison of the different techniques in use for mea-
suring the TRGB, and find that the technique we have

adopted for the CCHP is consistent to within the uncer-

tainties.

We have measured an extinction-corrected TRGB

F814W = 27.37 ± 0.03stat ± 0.01sys mag, which, us-
ing a provisional value for the TRGB absolute magni-

tude, corresponds to a true distance modulus of µ0 =

31.29 ± 0.04stat ± 0.05sys mag or a physical distance

of D = 18.1 ± 0.3stat ± 0.4sys Mpc (Table 2). Our
distance estimate is consistent with the existing, inde-

pendent measurements using the Cepheid Leavitt Law

in the optical and near-infrared bands. Taken in the

context of similar agreement for IC 1613 from Paper II,

we find broad agreement between the Pop I and Pop II
scales over a large span of Cepheid metallicity, crowding,

and internal extinction.
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APPENDIX

A. COMPARISON OF CCHP AND LITERATURE TECHNIQUES

We undertake comparisons at three stages of the data reduction and analysis: (i) image processing and photometry

(Section A.1), (ii) rectification of the color-sensitivity of the RGB (Section A.1), and (iii) testing of other edge-detection
techniques (Section A.3).

A.1. Comparison of FLC and drizzled photometry

The RGB stars measured in this study are as faint as F814W ≈ 28 mag and F606W ≈ 29 mag. In individual
frames (20 for F814W and 12 or F606W), these stars are measured at low signal to noise. There are two independent

approaches for producing photometry for these sources:

1. Generate a master source list from a high S/N median image and use it as an input to force-photometer individual

frames (as is done in the ALLFRAME software). The photometry is completed on the flc image products and

we will refer to this technique as flc.

2. Directly photometer co-added images, defining an empirical PSF based on high S/N sources in the median image.

The photometry is completed on a drc image product and we will refer to this technique as drc.

The former (flc) is the technique described in the main text, for which we utilize the theoretical Tiny Tim PSFs

(Krist et al. 2011). It has the disadvantage of the stellar full-width-at-half-maximum (fwhm) being under-sampled

(though we note that because stellar crowding is low, our stellar profile fitting is not limited to the stellar fwhm).
The latter technique (drc) has been used more broadly in the literature for TRGB-based analyses at these distances

(e.g., Jang & Lee 2017a, and references therein) and comes with the advantage of producing stellar profiles that are

Nyquist sampled within the stellar fwhm. In this Section, we provide quantitative comparisons between the flc and

drc methods.

We adopt the flc photometry from the main text and the drc photometry is produced as follows. Drizzled image
stacks are constructed using DrizzlePac (Fruchter & Hook 2002). We carefully selected ∼100 relatively bright sources

in each CCD chip and used them to refine image alignment with the Tweakreg task; the mean residual RMS for the X

and Y shifts determined with Tweakreg were smaller than 0.1 pixel. We then used Astrodrizzle to make a combined

drizzled image for each filter with final pixfrac = 0.8 and final scale = 0.03 arcsec pixel−1. The output drizzled
images have stellar FWHMs of ∼3 pixels, corresponding to ∼0.09′′. PSF photometry on the drizzled images and

standard calibration were performed following the method described in main text with the exception of the PSF

modeling. We generated empirical PSFs with DAOPHOT that were constructed from ∼ 15 bright isolated stars

in each of the F606W and F814W images. The F814W source catalog is used as the ‘master catalog’ and the two

frames are simultaneously photometered in ALLFRAME (Stetson 1994). The magnitudes are calibrated identically
as described in the main text.

Figures 7a and 7b provide star-by-star comparisons of the flc and drc photometry in the F606W and F814W

filters, respectively. Bright stars with F606W . 24 mag and F814W . 23 mag are in excellent agreement with median

offsets smaller than 0.01 mag for both filters. However, we measure small systematic offsets for the fainter stars. At
the TRGB magnitude (F814W≈ 27.4 mag and F606W ≈ 28.7 mag), median offsets are measured to be 0.04 mag in

F606W and 0.03 mag in F814W. The precise origin of the offsets for fainter sources remains unclear, but could be

due to (i) the relatively small number of sources used to determine the empirical PSF5 or (ii) documented differences

between the Tiny Tim and empirical magnitudes for faint sources that were described by Krist et al. (2011). For 282
sources between 27.34 < F814W < 27.40 mag the median magnitude uncertainty is 0.068 mag for F814W and 0.13

mag for F606W (the latter measurement is for the same stars in the F814W range). Thus, the differences identified in

Figures 7a and 7b for the fainter sources are within the magnitude uncertainties.

While some star-to-star differences are demonstrated in Figures 7a and 7b, a more relevant question is the results

from the TRGB detection. Thus, we employ the same techniques described in the main text to the drc photometry.
The result is given in Figure 7c. The CMD shows a well defined RGB with a visible discontinuity TRGB at F814W

5 Using a small number of sources limits the ability of the DAOPHOT-based PSF model to properly account for the PSF variation
across the frame due to residual distortion or true variation. Moreover, the PSF is more susceptible to non-stellar contaminants and other
non-ideal features in the profile.
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Figure 7. Comparison of PSF magnitudes in F606W (a) and F814W (b) between individual frame photometry with TinyTim
PSFs (flc) and drizzled photometry with empirical PSFs (drc). Median offsets and standard deviations at each magnitude bin
are marked by red pentagons and error bars, respectively. (c) F814W – (F606W-F814W) CMD of resolved stars in NGC 1365
from drizzled photometry (drc). An edge detection response (solid line) for stars in the shaded region shows a strong peak at
F814W = 27.39 ± 0.03, which is statistically identical to that determined in the main text.

∼ 27.4 mag. A visual comparison to Figure 2 reveals that the drizzle based CMD looks more well populated (i.e.,

more complete) and this is consistent with having performed PSF photometry on a higher signal-to-noise image. We
selected stars in the shaded region (identical to that of Figure 2 in the main text), construct a luminosity function,

apply the GLOESS smoothing, and, lastly, apply the [-1,0,1] Sobel filter. The edge detection response is shown in red

in Figure 7c and the maximal response is = 27.39 ± 0.03 mag. Derived TRGB magnitude is statistically consistent

with the value from the individual frame photometry, F814W = 27.371 ± 0.03 mag (Table 2).

From the comparisons given in the panels of Figure 7, we conclude that the two reduction procedures are statistically
identical for both their output photometry and in their TRGB measurements. Thus, the choice to use individual frame

photometry for the CCHP project, motivated by the need for a homogeneous image processing strategy for both nearby

and distant SNe Ia Ia hosts, is consistent with the body of work derived from drizzled photometry (e.g., Jang & Lee

2017a).

A.2. Rectified TRGB Magnitudes

A great benefit of the TRGB as a distance indicator is that the metallicity sensitivity of the absolute magnitude is

projected into the color of the star. Furthermore, for metal-poor stars that populate the ‘blue’ edge of the TRGB,

(V − I)0 . 2, the I magnitude of the TRGB is relatively insensitive to metallicity (i.e., is flat with color; see Lee et al.

1993; Rizzi et al. 2007; Madore et al. 2009; Jang & Lee 2017b, among others). Thus, with only an optical color-cut
(as is done in Figure 2), the I, and by proxy the F814W TRGB, requires no correction for metallicity to convert to

an absolute magnitude system.

The color dependence of the I TRGB, however, is not everywhere negligible; in particular, for the color range

(V − I)0 & 2.0 the I magnitude becomes noticeably fainter. Madore et al. (2009) presented an empirical technique to
rectify or transform the TRGB magnitudes for metal-rich sources to the metal-poor (flat) portion of the TRGB. The

general form of a transformation into the Tλ1,λ2
(or TRGB) magnitude system is defined as

Tλ1,λ2
= mλ1

− βλ1,λ2
[(mλ1

−mλ2
)− γλ1,λ2

] (A1)

where the Tλ1,λ2
is the initial magnitude (mλ1

) corrected for the slope of the TRGB (βλ1,λ2
) to a fiducial color

γλ1,λ2
. In the standard Johnson-Cousins system used in Madore et al. (2009), the slope is βI,V = 0.2 and the fiducial

color was γI,V = 1.5 to produce TI,V magnitudes from I photometry. The parameter values were determined from

a linear approximation to the TRGB predicted by theoretical models described by Bellazzini et al. (2001, 2004). A
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Figure 8. NGC1365 color-magnitude diagrams using the rectified TRGB method in the (a) TF814W,F606W and (b)
QTF814W,F606W systems described in the text. The edge detection response from the Sobel filter, [−1, 0,+1] applied to the
GLOESS smoothed LF is shown by red solid lines in each panel.

standard edge-detection algorithm can be applied to the rectified CMD and the distance modulus is computed as
(m−M)0 = T −MTRGB, where MTRGB is defined at the fiducial color, γλ1,λ2

.

For use in this work, we convert the Madore et al. (2009) T magnitude system into the ACS/WFC system for

λ1=F814W with λ2=F606W and λ2=F555W utilizing the photometric transformations from the flight magnitude

system to the Johnson-Cousins system given in Sirianni et al. (2005). We find βF814W,F606W = 0.27 mag color−1

and the fiducial color is γF814W,F606W = 1.18 mag and βF814W,F555W = 0.19 mag color−1 and the fiducial color is

γF814W,F555W = 1.59 mag. These conversions are approximate only and should be measured directly from color-

magnitude diagrams in these filters.

Jang & Lee (2017b) investigated the color dependence of the TRGB from the HST/ACS photometry of eight nearby

galaxies and find that the run of the I TRGB with the V − I color can be described with two components: a flat one
for the blue color range (V − I . 1.9) and a steep component for the red color range (V − I & 1.9). From this, they

introduced the QT magnitude, a quadratic form of the TRGB magnitude corrected for the color dependence of the

TRGB. QTλ1,λ2
is given by

QTλ1,λ2
= mλ1

− βλ1,λ2
[(mλ1

−mλ2
)− γλ1,λ2

]− αλ1,λ2
[(mλ1

−mλ2
)− γλ1,λ2

]2 (A2)

where αF814W,F606W = 0.159± 0.010 mag color−2, βF814W,F606W = −0.047± 0.020 mag color−1, and γF814W,F606W =

1.1 mag.

We applied the TF814W,F606W and QTF814W,F606W magnitude transformations to the NGC1365 flc photometry
and the resulting color-magnitude diagrams are shown in Figures 8a and 8b, respectively. To construct a LF, we

apply the color-magnitude restriction indicated by the blue shading in Figures 8a and 8b, which is identical to that

applied in Figures 2 and 5a in the main text. We use GLOESS smoothing with our idealized σs and use the Sobel filter,

[−1, 0,+1]. The edge-detection response function is shown in Figures 8a and 8b and has strong peaks at T ≃ QT ≃ 27.4
mag. The TRGB magnitude and uncertainties are derived following the procedure outlined in Jang & Lee (2017a),

which uses the results of bootstrap re-sampling to define the true TRGB tip and its uncertainty. We obtain TRGB

magnitudes: TF814W,F606W = 27.32 ± 0.03 mag and QTF814W,F606W = 27.34 ± 0.03 mag, which agree within their

mutual uncertainties.
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Comparing the TF814W,F606W and QTF814W,F606W results to that from the main text, F814W = 27.371 ± 0.03 mag

(Table 2), we find agreement within the quoted uncertainties. We note that the absolute magnitude of the TRGB

is shifted systematically fainter at the ∼0.01 mag level for the TF814W,F606W and QTF814W,F606W systems, which

also brings the measurements into better agreement (we refer the reader to Jang & Lee 2017b, for details). As was
mentioned in the previous section, the median magnitude uncertainty is 0.068 mag for F814W and 0.13 mag for F606W

at the TRGB, which means that the TF814W,F606W and QTF814W,F606W magnitudes, themselves, are at significantly

larger uncertainties and will scatter (preferentially brighter in the form of the transformation). This is visually apparent

by comparing Figure 2 to Figures 8a and 8b; in particular, the visible density of stars near the tip does not look to be

significantly improved by moving into the TF814W,F606W and QTF814W,F606W systems. We further note that our color-
magnitude restrictions largely avoid the regions of F606W-F814W color where the TF814W,F606W and QTF814W,F606W

magnitudes are expected to provide the most benefit by bringing these fainter TRGB sources to the same magnitude

of the bluer TRGB. Thus, we conclude that our results from the raw F814W magnitudes are fully consistent with

those determined with the rectified TF814W,F606W and QTF814W,F606W systems.

A.3. Comparison of Edge Detectors

The detection of the apparent magnitude of the TRGB is one of the most critical steps in the TRGB distance

estimation. Broadly, two independent approaches have been developed for identifying the TRGB:

1. Direct edge detection algorithms as in Lee et al. (1993); Madore & Freedman (1995); Sakai et al. (1996);

Méndez et al. (2002); Mager et al. (2008); Madore et al. (2009) that typically make use of a form of the So-

bel Filter that is an approximation to the first derivative of a discrete function. These can take on discrete
(N) and continuous forms (φ) based on the smoothing that is applied to the LF before application of the edge

detection algorithm.

2. Template fitting as in Cioni et al. (2000); Méndez et al. (2002); Frayn & Gilmore (2003); McConnachie et al.

(2004); Mouhcine et al. (2005); Makarov et al. (2006); Conn et al. (2011).

Based on a review of the literature, we have selected seven forms of TRGB edge detection in addition to that adopted

by the CCHP. These are similar to those applied in Appendix B of Paper II.

We have applied the eight Sobel filters to the luminosity functions of the selected stars in NGC 1365 and plot them in

Figure 9. We used a 0.05 mag bin to construct the LF for those edge-detectors that operate directly on the histogram
(e.g., Figures 9a, 9b, 9e, 9f, and 9g). In the case of the continuous forms of Sobel filters, we used a bin width of 0.001

mag for deriving the Gaussian smoothed luminosity functions (e.g., Figures 9c and 9d). Figure 9h is a re-visualization

of the algorithm applied in the main text. The magnitude of the TRGB are determined by choosing the maximum

edge-detection response in Figures 9c, 9d, and 9h) and via the Jang & Lee (2017a) bootstrap resampling method in

Figures 9a, 9b, 9e, 9f, and 9g. Qualitatively, all eight edge-detection responses in the panels of Figure 9 have peaks at
F814W∼ 27.4 mag.

The results of the quantitative tip detection are as follows in the panels of Figure 9 as follows: in Figure 9a the TRGB

= 27.36 mag from the Lee et al. (1993) algorithm, in Figure 9b the TRGB = 27.38 mag from the Madore & Freedman

(1995) algorithm, in Figure 9c the TRGB = 27.49 mag from the Sakai et al. (1996) algorithm, in Figure 9d the TRGB
= 27.41 mag from the Méndez et al. (2002) algorithm, in Figure 9e the TRGB = 27.42 mag from the Mager et al.

(2008) algorithm, in Figure 9f the TRGB = 27.43 mag from the Madore et al. (2009) algorithm, in Figure 9g the

TRGB = 27.42 mag from the Jang & Lee (2017a) algorithm, in Figure 9h the TRGB = 27.37 mag from the algorithm

adopted in the main text. In each panel of Figure 9, the TRGB is indicated by the vertical dashed line in each panel.

While there is qualitative agreement, the the techniques produce results that vary over a range of 0.13 mag, which is
four times larger than the quoted uncertainty on our measurement of 0.03 mag. In Paper II, a thorough discussion

of the advantages and disadvantages of the wide-range of edge detectors was presented and for brevity we will only

discuss the implications that can be interpreted from the panels of Figure 9.

First, the use of large bins is problematic since not only the size of the bin, but also the starting point of the bins have
an effect on the quantitative Sobel response. Thus, in our discretely binned LFs, an additional random and systematic

uncertainty of ∼0.03 (50% of a bin) should be added to the algorithmic measurement uncertainty (e.g., the ∼0.03 mag

uncertainty derived from bootstrap resampling). These two components arise due to the inability to distinguish the

location of the peak within the set binning strategy and this must be applied to the results in Figures 9a, 9b, 9e, 9f,
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Figure 9. F814W luminosity functions for RGB stars in NGC1365 (blue histograms) and edge detection responses (red lines)
obtained from several edge detection algorithms: (a) Lee et al. (1993), (b) Madore & Freedman (1995), (c) Sakai et al. (1996),
(d) Méndez et al. (2002), (e) Mager et al. (2008), (f) Madore et al. (2009), (g) Jang & Lee (2017a), and (h) this study. The
histograms are modified in each panel as per the prescription for the edge-detection algorithm employed with N representing
binned LFs and φ representing LFs modified with smoothing. The TRGB magnitude as determined by the edge-detector run
on the LF is marked by a dashed line in each panel.
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and 9g. Allowing for these additional uncertainties, all of these values are consistent with our measurement (Figure

9h).

Second, many of the edge-detection algorithms themselves employ smoothing directly into the algorithm itself. If

applied to a ‘raw’ LF, then this is not problematic, but many of the algorithms are applied to LFs that have already
been smoothed. This is clearly evident in Figure 9c, which has not only a heavily smoothed LF, but also a heavily

smoothed algorithm. This ‘double smoothing’ results in the most deviant of the TRGB values (27.49 mag) and the

response of the edge-detection is not a peak, but a plateau that reduces the precision of the tool. The bias in the

Sakai et al. (1996) algorithm is evident by comparing Figures 9c and 9d, that while having nearly identical LFs, have

very different edge responses.
Lastly, there are algorithms that attempt to model the uncertainties in the data (both magnitude uncertainties and

completeness), but these rely critically on the ability to assess these values well for a dataset. After being modeled,

these uncertainties are folded into the detection algorithm itself, instead of applying modifications to the LF directly.

The difficulty with this approach is that it is not fully reproducible by an independent team. As has been shown
in previous sections of this Appendix, there are quantitative differences at the 0.04 mag level between photometry

derived from the same underlying images due to subtle choices in the data processing. We have demonstrated that our

algorithms for the LF and for the edge-detection are robust to these differences, but algorithmic approaches that use

the photometry characterizations directly from one’s own photometry would not be reproducible by an independent

process. This is particularly concerning for the template-fitting strategies that rely on (i) the input idealized model
of the LF to be well matched to the actual intrinsic luminosity function for the field of interest and (ii) are highly

sensitive to the completeness in both bands of the photometry (not just the band used for the LF).

In conclusion, we see quantitative differences between our adopted strategy for smoothing the LF and for applying

an edge-detection algorithm (Figure 9). As we have shown, these differences can be understood within the true
uncertainties of the various techniques. As discussed in depth in Paper II, our LF binning, edge-detection algorithm,

and our modeling of the uncertainties are explicitly designed to be reproducible by others and to take into account

the full scale photometric uncertainties.


